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Meta-data

● Invited by Daniel Gruner (SciNet, Compute Canada)
● Start: 2012-11-27 12:00 End: 2012-11-27 14:00
● Location: SciNet offices at 256 McCaul Street, Toronto, 

2nd Floor.
● https://support.scinet.utoronto.ca/courses/?q=node/94
● SciNet Seminar by Sébastien Boisvert and Élénie 

Godzaridis, developers of the parallel genome 
assembler "Ray".

https://support.scinet.utoronto.ca/courses/?q=node/94


  

Introductions

● Who are we ?
● Sébastien: message passing, software 

development, biological systems, repeats in 
genomes, usability, scalability, correctness, 
open innovation, Linux

● Élénie: software engineering, blueprints, 
designs, books, biochemistry, life, rendering 
engines, geometry, web technologies, cloud, 
complex systems
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Where is Laval University ?

In Québec City
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Super computing at Laval University

colosse
#314 top500 06/2012
7616 Intel Xeon X5560 cores
Mellanox Technologies MT26428
332 kW



  

Contents

● Current-generation DNA sequencers
● Survey of assemblers
● Why parallel is important
● Ray, Ray Meta, Ray Communities
● Workflows with Ray
● Test on Amazon EC2
● Ray Cloud Browser (HTML5 de Bruijn graph 

explorer)
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Why bother with DNA ?

License: AttributionNoncommercialShare Alike Some rights reserved by e acharya 



  

Current-generation DNA sequencers

Jay Shendure & Erez Lieberman Aiden
Nature Biotechnology 30, 1084–1094 (2012)



  

Illumina HiSeq 2000

Run Type
Reads Passing FIlter

Single Read Up to 3 billion

Paired-End Read Up to 6 billion

Read 
Length

Single Flow Cell 
Run Time

Dual Flow Cell 
Run Time

Output*

1 × 36 
bp

~ 1.5 days ~ 2 days 105 Gb

2 × 50 
bp

~ 4.5 days ~ 5.5 days 270-
300 Gb

2 × 100 
bp

~ 8.5 days ~ 11 days 540-
600 Gb

Specification from manufacturer, © 2012 Illumina, Inc. All rights reserved. 



  

Arrays of bio objects

AV-0101-5194 Dr. Jason Kang, NCI (Lance Miller)



  

● Survey of assemblers



  

de novo genome assembly

License:    AttributionNoncommercialNo Derivative Works Some rights reserved by jugbo 



  

What is the desire of biologists 
regarding NGS** analysis

● Features of a biologist-friendly tool:
– Correctness of results

– Usability (fun to use versus painful to get started)

– Scalability
● Can I use more computing power if I have more data ?
● And does the software scale well ?

– Versatility – Can I reuse the same tool for various 
related tasks ?

– Open: improve / redistribute the product ?

**NGS = Next Generation Sequencing



  

Survey of assemblers

Narzisi G, Mishra B (2011) PLoS ONE 6(4)  e19175



  Zhang W, Chen J, Yang Y, Tang Y, Shang J, et al. (2011) PLoS ONE 6(3): e17915



  

Quality of results

Sébastien Boisvert, François Laviolette, and Jacques Corbeil.

Journal of Computational Biology. November 2010, 17(11): 1519-1533.



  

Quality of results

Sébastien Boisvert, François Laviolette, and Jacques Corbeil.

Journal of Computational Biology. November 2010, 17(11): 1519-1533.



  

Ray in 2012

● Our main claim is scalability
● For correctness: ALLPATHS
● For memory usage: sga



  

Ray in 2012 and beyond

● Ray Meta for metagenomics
● Metagenome assemblers: Genovo, Meta-

IDBA, MetaVelvet, Ray Meta
● Boisvert et al. 2012 Genome Biology 

(accepted)
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Some results with Ray Meta

● All these results are on Colosse
● Round-trip in-application point-to-point latency 

> 100 microseconds for 512-process jobs
● 3 000 000 000 reads from a 1000-bacterium 

metagenome, 15 hours on 1024 cores
● 400 000 000 reads from 100-bacterium 

metagenome, 14 hours, 128 cores
● Includes also k-mer based profiling (genome 

abundance, taxonomy, gene ontology)
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Steps for 1000-genome
●  Network testing: 3 minutes, 55 seconds
●  Counting sequences to assemble: 2 minutes, 12 seconds
●  Sequence loading: 24 minutes, 32 seconds
●  K-mer counting: 32 minutes, 50 seconds
●  Coverage distribution analysis: 3 seconds
●  Graph construction: 1 hours, 21 minutes, 35 seconds
●  Null edge purging: 28 minutes, 3 seconds
●  Selection of optimal read markers: 44 minutes, 11 seconds
●  Detection of assembly seeds: 46 minutes, 58 seconds
●  Estimation of outer distances for paired reads: 23 minutes, 36 seconds
●  Bidirectional extension of seeds: 3 hours, 25 minutes, 50 seconds
●  Merging of redundant paths: 4 hours, 27 minutes, 55 seconds
●  Generation of contigs: 5 minutes, 48 seconds
●  Scaffolding of contigs: 2 hours, 4 minutes, 7 seconds
●  Counting sequences to search: 19 seconds
●  Graph coloring: 18 minutes, 18 seconds
●  Counting contig biological abundances: 3 minutes, 44 seconds
●  Counting sequence biological abundances: 31 minutes, 50 seconds
●  Loading taxons: 22 seconds
●  Loading tree: 14 seconds
●  Processing gene ontologies: 6 seconds
●  Computing neighbourhoods: 0 seconds
●  Total: 15 hours, 46 minutes, 41 seconds



  

● Why parallel is
 im

porta
nt



  

Parallel sequencers, computers, & 
software tools

● DNA sequencers are parallel with distributed 
clusters on a array (Illumina) or on beads 
(454)

● Computers are parallel and distributed -- think 
IBM Blue Gene/Q, Cray XE6, IBM iDataPlex, 
or Beowulf clusters

● Next-generation gap between sequencing and 
processing hardware and analysis software

John D McPherson
Nature Methods 6, S2 - S5 (2009) 



  

Processors are parallel too !

● AMD Opteron 6200 has 16 cores, 16 threads
● Intel Xeon E5-2690 has 8 cores & 16 threads
● IBM PowerPC A2 has 16 cores, 64 threads



  

Parallel compute tracks

License: Attribution Some rights reserved by lobo235 

✔ Ray uses all available tracks on computing infrastructure
✔ Ray's parallelism matches the parallelism of super computers and DNA sequencers



  

● Ray, Ray Meta, Ray Communities
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Why care about Ray?

Runs on netbooks or 
super computers

Runs on 1 or 
more processes

Supports
paired reads

Supports
compressed gz and

 bz2 files

1 single executable
Easy to install

Easy to run

Does 
quality control

De novo
bacterial
genome

assembly

De novo
metagenome

assembly

Plant genomes*

Mammal 
genomes*

*Results may vary

Open source
git repository
GNU GPLv3 

Well 
engineered Portable

C++ 1998
MPI
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Learn more about Ray

● Boisvert et al. Genome Biology 2012 
(accepted)

● Boisvert et al. Journal of Computational 
Biology 2010
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● One-stop resource:
http://DeNovoAssembler.SF.NET

● + Mailing list

http://DeNovoAssembler.SF.NET/
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● Workflows with Ray
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● Easy to install
● Easy to use
● 1 program called Ray

Ray de novo assembly of single genomes 

RayMéta de novo assembly of metagenomes 

RayCommunities microbe abundance + taxonomic profiling 

RayOntologies gene ontology profiling 
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● Test on Amazon EC2
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● Cost Effectiveness Analysis (CEA) of running 
Ray on Amazon EC2

https://github.com/sebhtml/Ray-in-Amazon-EC2-CLOUD
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● Sample: SRA001125 (E. coli)
● URL: 

http://trace.ddbj.nig.ac.jp/DRASearch/submissi
on?acc=SRA001125

● DNA reads: 34911784 (2 * 17455892)
● Read length (nt): 36
● Technology: Illumina Genome Analyzer



  36

● Why use Ray?
●

● 1. It gives correct (excellent) results.
● 2. It's 0 $.
● 3. It's free software (freedom).
● 4. It runs on all the cores you give it.
● 5. It scales.
● 6. It's "cloud-ready".
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● API name: m1.large
● 2 Rays
● Running time: 05:28:46
● Pricing: 0.260 $ / h
● Cost: 1.560 $
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● API name: m3.xlarge
● 4 Rays
● Running time: 02:31:34
● Pricing: 0.580 $ / h
● Cost: 1.730 $
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● API name: cc2.8xlarge
● 32 Rays
● Running time: 00:54:06
● Pricing: 2.400 / h
● Cost: 2.400 $
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● Conclusions:
● 1. You get your results faster if you pay more.
● 2. For cc2.8xlarge, 33% (00:19:40) of the time was loading 

sequences from EBS.
● That's a lot !
● 3. The scalability on this problem is not that good because 

the
● problem size is not very large.
● 4. Amazon EC2 is really affordable for de novo assemblies 

of bacterial genomes.
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● Ray Cloud Browser (H
TML5 de Bruijn 

graph explorer)

https://github.com/sebhtml/Ray-Cloud-Browser
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Conclusion

● Compute Canada is Infrastructure as a 
Service, free for academics!

● Automation is everything
– DNA sequencing is automated

– Compute infrastructure is automated

– Ray is automated genome assembly in 
parallel/distributed infrastructure
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Questions
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