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Batch computing

SciNet systems are batch compute clusters

• Computing by submitting batch jobs to the scheduler.

• When you submit a job, it gets placed in a queue.

• Job priority is based on allocation and fairshare.

• When sufficient nodes are free to execute a job, it starts
the job on the appropriate compute nodes.

• Jobs remain ‘idle’ until resources become available.

• Jobs can be temporarily ‘blocked’ if you submit too much.
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Batch computing

Components

Torque: Resource manager providing control over batch
jobs and distributed compute nodes.

Moab: A policy-based job scheduler and event engine that
enables utility-based computing for clusters.

Fairshare:Mechanism using past utilization for prioritization.
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Job cycle

Preparation 〉 Monitor 〉 Control 〉 Reports 〉
. . . K . . . K . . . K . . . K
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• Ssh to
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jobs
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top

qsub -I

qsub -q debug

• Check .o/.e
jobid.{o,e}

.pbs_spool

jobid.{ER,OU}

• short-term
statistics:
showstats

• year-to-date
usage on:

https://
portal.scinet
.utoronto.ca
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Monitoring not-yet-running jobs

qstat and checkjob

• Show torque status right away on GPC: qstat

• Show moab status (better): checkjob jobid

• See more details of the job: checkjob -v jobid
(e.g., why is my job blocked?)
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Monitoring not-yet-running jobs

qstat and checkjob

• Show torque status right away on GPC: qstat

• Show moab status (better): checkjob jobid

• See more details of the job: checkjob -v jobid
(e.g., why is my job blocked?)

showq

• See all the jobs in the queue: showq (from gpc or tcs)

• See your jobs in the queue: showq -u user

showstart and showbf

• Estimate when a job may start: showbf [-f ib]

• Estimate when a queued job may start: showstart jobid
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Monitoring running jobs

checkjob

• checkjob jobid
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Monitoring running jobs

checkjob

• checkjob jobid

output/error files

• /home/user/.pbs_spool/jobid.OU

• /home/user/.pbs_spool/jobid.ER

showq

• showq -r -u user

ssh

• ssh node (node name from checkjob)

• top: shows process state, memory and cpu usage
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Top example
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Top example

:

,
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Control

canceljob

• If you spot a mistake: canceljob jobid
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Control

canceljob

• If you spot a mistake: canceljob jobid

qsub for interactive and debug jobs

• -I:
• Interactive
• After qsub, waits for jobs to start.

• Usually combined with:

• -q debug:

• Debug queue has 10 nodes reserved for short jobs.

• You can get 1 node for 2 hours, but also

• 8 nodes, for half an hour.
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Reports

output/error files

• *.e / *.o
In submission directory by default, unless set in script.

Job monitoring ◭•◮ p. 10/11



Reports

output/error files

• *.e / *.o
In submission directory by default, unless set in script.

Job monitoring ◭•◮ p. 10/11



Reports

output/error files

• *.e / *.o
In submission directory by default, unless set in script.
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Reports

output/error files

• *.e / *.o
In submission directory by default, unless set in script.

• If for some reason no .o and .e created, look for
/home/user/.pbs_spool/jobid.OU
/home/user/.pbs_spool/jobid.ER

Statistics

• Short term: showstats -u USER

• Year-to-date: SciNet Portal

Usage stats for past year, showing a breakdown of TCS,
GPC_eth, and GPC_ib usage. Updated every 24 hours.
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Note

Most of these work on TCS as well.

Additional tools may become available.

Check https::/support.scinet.utoronto.ca/wiki!
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